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Materials Science with Data
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Growing materials data + data-driven methods 
• Accurate predictive modeling
• Efficient, on-demand materials design
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Data Sources
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Where materials informatics / data-driven design researchers get data

Published literature Materials databases Experiments and 
computation

Materials receiving more focus
Easy to synthesize or simulate

Built upon known structural 
prototypes (not balanced)

These data sources are often biased

Data acquisition
Can mitigate the bias



Bias in Materials Databases
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Symmetry ↑
Coordination number ↑
More close-packed ↑

Stability ↑
We see the opposite in the data

The “structure–stability bias”



Why is bias a problem?
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From a materials science perspective

• Microstructure information helps modeling 
materials properties

• Microstructure relies on Δ𝐸𝐸 of phases

• Bias in Δ𝐸𝐸 problematic property models

From a data science perspective

• Lower bias  better coverage of the design space 

better generalizability of models

A. Molkeri, D. Khatamsaz, R. Couperthwaite et al. Acta Materialia 223, 117471 (2022) 



Problem Formulation

• Data bias in properties of interest
• Deviates from known nature

• Lack of representativeness

• Bias is ubiquitous in materials data, but its 
level can be reduced
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Goals:
• Detect (quantify) bias
• Reduce bias by adding new data

Nature Dataset



Information Entropy as a Bias Metric

6Robert (Munro) Monarch, Human-in-the-Loop Machine Learning, 2021

Define bias among groups

Here, use crystal system (a natural, 
trivial grouping)

Information entropy

ℎ 𝑌𝑌 = −�𝑝𝑝 𝑦𝑦 ln 𝑝𝑝 𝑦𝑦 d𝑦𝑦

 Diversity of a set of 𝑌𝑌 values.

Here we consider ℎ Δ𝐸𝐸 in each system
• Diversity of Δ𝐸𝐸 in a crystal system
• If low, the system is underrepresented 

Fairness metric
• Difference of ℎ among groups bias



Demonstration of the Bias Metric
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ET-AL: Entropy-Targeted Active Learning
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Labeled data
(Δ𝐸𝐸 known)

Unlabeled data
(Δ𝐸𝐸 unknown)

GP Model

Mean & variance of ℎ

Material that leads to 
most improvement in ℎ

Sampling 
strategy

Predict & Inference

Select 
system

Sample 
acquisition

Stop?

Start

End

To mitigate bias: add data in underrepresented crystal system to increase ℎ. 

H. Zhang et al. ET-AL: Entropy targeted active learning for bias mitigation in materials data. Applied Physics Reviews, 2023. 



Uncertainty Estimation for ℎ
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For every 𝒙𝒙 in the unlabeled sample pool, we can 
calculate expected improvement (EI) in ℎ.
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Experiments for Demonstration
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𝑁𝑁T

𝑁𝑁U

𝑁𝑁L

Test set

Labeled set 
(biased)

RandomBias

Unlabeled set

ET-AL

Random RAND training set 
(biased in Δ𝐸𝐸)

ETAL training set
(low bias)

ML models for 𝐵𝐵 and 𝐺𝐺

𝑁𝑁+

1. Mitigate artificial 
structure–stability bias

2. ML: bulk & shear moduli 
(𝐵𝐵 & 𝐺𝐺), important 
mechanical properties

Testbed: Jarvis dataset (~11K)
• remove H, VIIA, VIII, and radioactive elements
• 𝑁𝑁L = 1000,𝑁𝑁U ∼ 5000,𝑁𝑁T = 5000

H. Zhang et al. ET-AL: Entropy targeted active learning for bias mitigation in materials data. Applied Physics Reviews, 2023. 



Experimental Results
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ET-AL successfully fixed the 
artificially created bias.

ET-AL samples in 
underrepresented 
regions.

H. Zhang et al. ET-AL: Entropy targeted active learning for bias mitigation in materials data. Applied Physics Reviews, 2023. 



Experimental Results
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5000

1954

1954

Test set

RAND training set 
(biased in Δ𝐸𝐸)

ETAL training set
(low bias)

Compare ML models for 𝐵𝐵 and 𝐺𝐺

Tried multiple different ML models: NN, trees, SVM, …

• Hyperparameters are tuned

• Tree-based ensemble models perform better

• ETAL dataset shows systematic advantage

H. Zhang et al. ET-AL: Entropy targeted active learning for bias mitigation in materials data. Applied Physics Reviews, 2023. 



Conclusions
• We developed and presented

– A metric for measuring bias in (materials) data

– ET-AL framework to mitigate bias by guiding data acquisition 

• ET-AL can mitigate data bias, thus benefiting data-driven informatics
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Help improve 
dataset quality

Guide database 
construction

Applicable to other 
scientific domains
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Thanks for your attention!
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